UNIT V

LINEAR TIME INVARIANT-DISCRETE TIME SYSTEMS
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Impulse response — Difference equations-Convolution sum- Discrete Fourier Transform and Z
Transform Analysis of Recursive & Non-Recursive systems-DT systems connected in series and
parallel.

6.6 Discrete Time System

A discrete time system is a device or algorithm that operates on a discrete time signal, called the

input or excitation, according to some well defined rule, to produce another discrete time signal called
the output or the response of the system. We can say that the input signal x(n) is transformed by the
system into a signal ¥(n), and the transformation can be expressed mathematically as shown in equation
(6.13).The diagrammatic representation of discrete time system is shown in fig 6.17.

Response, y(n)=H{x(m)} . (6.13)

where, H denotes the transformation (also called an operator).

Discrete time
Input signal ) system n O ignal
3 x(n Y(n utput signa
or %I_I I‘J—{ [ > or
Excitation Response

Fig 6.17 : Representation of discrete time system.

A discrete time system is linear if it obeys the principle of superposition and it is time invariant if
its input-output relationship do not change with time. When a discrete time system satisfies the properties
of linearity and time invariance then it is called an LTI system (Linear Time Invariant system).

Impulse Response

When the input to a discrete time system is a unit impulse &(n) then the output is called an impulse
response of the system and is denoted by h(n).

- Impulse Response, h(n)=H{&m)} .. (6.14)
8(n) 771 h) |
NH | >
Fig 6.18 : Discrete time system with impulse input.

6.6.1 Mathematical Equation Governing Discrete Time System

The mathematical equation governing the discrete time system can be developed as shown below.

The response of a discrete time system at any time instant depends on the present input, past
inputs and past outputs.

Let us consider the response at n = 0. Let us assume a relaxed system and so at n = 0, there is no
past input or output. Therefore the response at n = 0, is a function of present input alone.

i.e., ¥(0) = F[x(0)]

Let us consider the response at n =1. Now the present input is x(1), the past input is x(0) and past
output is ¥(0). Therefore the response at n = 1, is a function of x(1), x(0), ¥(0).

i.e., Y(1) = F[¥(0), x(1), x(0)]

Let us consider the response at n = 2. Now the present input is x(2), the past inputs are x(1) and
x(0), and past outputs are ¥(1) and Y(0). Therefore the response at n = 2, is a function of x(2), x(1),
x(0), ¥(1), ¥(0).

Le., ¥(2) = F[y(1), ¥(0), x(2), x(1), x(0)]

CHENNAI INSTITUTE OF TECHNOLOGY 2



6.21 Signals & Systems

Similarly, at n = 3, y(3) = F[¥(2),¥(1), ¥(0), x(3), x(2), x(1), x(0)]
at n = 4, y(4) = F[y(3).y(2), ¥(1), ¥(0), x(4), x(3), x(2), x(1), and so on.
In general, at any time instant n,
y(m) = F[y(n - 1), ¥(n — 2), ¥(n — 3), ....¥(1), ¥(0), x(n), x(n — 1},
x(n —2), x(n - 3) ..... (D, x» L (6.15)

For an LTI system, the response Y(n) can be expressed as a weighted summation of dependent
terms. Therefore the equation (6.15) can be written as,

yn) =—a Yn-1)-a,yn-2)—a ¥(n-3)— ...
+b,x(n)+ b x(n—1)+b, x(n—2) + b x(n -3+ .. (6.16)

where, a.a,a,..andb,b,b,b, ... are constants.

Note : Negative constants are inserted for output signals, because output signals are feedback
from output to input. Positive constants are inserted for input signals, because input
signals are feed forward from input to output.

Practically, the response Y(n) at any time instant n, may depend on N number of past outputs,
present input and M number of past inputs where M < N. Hence the equation (6.16) can be written as,

Yn)=-a yn-1)-a,yn-2)-a yn-3)—.... —a,¥(n—-N)
+b,x(n) +b x(n-1)+b, x(n-2)+b, x(n-3) + ... +b, x(n — M)
N M
oY)y = -Yayn-m+yb xn-m (6.17)
m=1 m=0

The equation (6.17) is a constant coefficient difference equation, governing the input-output
relation of an LTI discrete time system.

In equation (6.17) the value of "N" gives the order of the system.
If N = 1, the discrete time system is called 1* order system
If N = 2, the discrete time system is called 2™ order system

If N = 3, the discrete time system is called 3™ order system , and so on.
The general difference equation governing 1% order discrete time LTI system is,
Y(m)=-a y(n—-1)+b,x(n) +b x(n—-1)
The general difference equation governing 2™ order discrete time LTI system is,

y(n):fazy(nf2)fa] y(nfl)+b0x(n)+bl x(nfl)+b2 x(n - 2)
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Chapter 6 - Discrete Time Signals and Systems 6.22

6.6.2 Block Diagram and Signal Flow Graph Representation of Discrete Time System

The discrete time system can be represented diagrammatically by block diagram or signal flow
graph. These diagrammatic representations are useful for physical implementation of discrete time system
in hardware or software.

The basic elements emploYed in block diagram or signal flow graph are Adder, Constant multiplier,
Unit delay element and Unit advance element.

Adder : An adder is used to represent addition of two discrete time sequences.

Constant Multiplier : A constant multiplier is used to represent multiplication of a scaling factor
(constant) to a discrete time sequence.

Unit Delay Element : A unit delay element is used to represent the delay of samples of a discrete
time sequence by one sampling time.

Unit Advance Element : A unit advance element is used to represent the advance of samples of a
discrete time sequence by one sampling time.

The symbolic representation of the basic elements of block diagram and signal flow graph are listed
in table 6.1.

Table 6.1 : Basic Elements of Block Diagram and Signal Flow Graph

Element Block diagram Signal flow
representation graph representation
x,(n) x,(n) + x,(n) %.(0)
‘ 1
Adder x,(n) +x,(n)
X,(n) xin) l
x(n) ax(n) a -
) o—»—0 axi(n
Constant multiplier 5
x(n) x(n-1) 7!
Unit delay element '- ’ X o 6 x{n-l)
x(n} X(n+ l) x(0) z i
. 4 o— —70
Unit advance element x(n+1)
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6.23 Signals & Systems

Example 6.7

Construct the block diagram and signal flow graph of the discrete time systems whose input-output relations are
described by the following difference equations.

a) y(n)=0.5x(n) + 0.5 x(n—-1)

b) y(n)=0.5y(n—-1) +x(n)—2x(n-2)

c) y(n)=0.25y(n—-1) + 0.5 x(n) + 0.75 x(n - 1)
Solution
a) Given that, y(n) = 0.5 x(n) + 0.5 x(n-1)

The individual terms of the given equation are 0.5 x(n) and 0.5 x(n — 1). They are represented by basic elements
as shown below.

Block diagram representation Signal flow graph representation

x(n) 0.5x(n) x(n) o—22  50.5x(n)

1

0.5 x(n)—-lzl—~ 0.5x(n-1) 0.5x(n) o_z;_oo.s x(n—1)

The input to the system is x(n) and the output of the system is y(n). The above elements are connected as shown
below to get the output y(n).

0.5x(n 0.5x(n—-1) -1
x(n) Jh\ x( )IZTI A y(rl) xén) 0.5 0;5 x(n) z y(n)
0.5 x(n)
Fig 1 : Block diagram of the system Fig 2 : Signal flow graph of the system
y(n) =0.5x(n) + 0.5 x(n—1). y(n) =0.5xm) + 0.5 x(n—1).

b) Given that, ¥(n)=05yY(n-1)+ x(n)-2x(n-2)
The individual terms of the given equation are 0.5 y(n — 1) and - 2 x(n — 2). They are represented by basic
elements as shown below.

Block diagram representation Signal flow graph representation
x(n) x() y(n)
z-1 -1
z
x(n—1) x(n - 1) 05 3n—1) 05
y(n-1)
X(n~2)_.‘>_._gx(n_2) x(n —2) -2x(n-2)

The input to the system is x(n) and the output of the system is y(n). The above elements are connected as shown
below to get the output y(n).
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6.24

x(n)

x(n)

Fig 3 : Block diagram of the system
described by the equation
ym)=05ym—1)+x(n)—2x(n—2).

(o]
)

0.5
-2
Fig 4 : Signal flow graph of the system

described by the equation
ym)=05ym—1)+x(n)—-2x(n-2)

c) Given that, ¥(n)=0.25Y¥(n-1) + 0.5 x(n) + 0.75 x(n - 1)

The individual terms of the given equation are 0.25 y(n—1), 0.5 x(n) and 0.75 x(n — 1). They are represented by

basic elements as shown below.

Block diagram representation

x(n) h\ 0.5 xgn)
0.
=

. -1
075x(n )

y(n)

0.25 -1
‘y(n ) .2=L y(n-1)

Signal flow graph representation

0.5
x(n) o - 00.5x(n)
x(n) 0.75 x(n—1)
z™! 01‘3
x(n-1)
0.25 -1
y(n-1) y(n)
Z"
y(n—1)

The input to the system is x(n) and the output of the system is y(n). The above elements are connected as shown

below to get the output y(n).

x(n)

Fig 5 : Block diagram of the system described
by the equation

y(n)=025yn—1)+05x(n) +0.75 x(n—1).

x(n) 1 0.5 1 1 y(n)

Fig 6 : Signal flow graph of the system described

by the equation
ym)=025yn—1)+05x(n) +0.75 x(n—1).
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6.25 Signals & Systems
6.7 Response of LTI Discrete Time System in Time Domain

The general equation governing an LTI discrete time system is,

N M

¥(m) = = 37 a,¥(n-m)+ 3] b, x(n-m)

m=1 =0

N M
¥(n) + Yam y(n-m) = Xbm x(n—m)
m=10

m=1

N M
(or) Zoam y(n-m) = ma b, x(n-m) witha, =1 (6.18)

The solution of the difference equation (6.18) is the response Y(n) of LTI system, which consists
of two parts. In mathematics, the two parts of the solution Y(n) are homogeneous solution ¥,(n) and
particular solution Y (n).

. Response, ¥(n) =Y, (n) +¥ P(11) ..... (6.19)

The homogeneous solution is the response of the system when there is no input.The particular
solution yp(n) is the solution of difference equation for specific input signal x(n) for n > 0.

In signals and systems, the two parts of the solution Y(n) are called zero-input response ¥ (n) and
zero-state response Y_(n).

| . Response, ¥Y(n) =Y (n) + yu(n)| ..... (6.20)

The zero-input response is mainly due to initial conditions (or initial stored energy) in the system.
Hence zero-input response is also called free response or natural response. The zero-input response is
given by homogeneous solution with constants evaluated using initial conditions.

The zero-state response is the response of the system due to input signal and with zero initial
condition. Hence the zero-state response is called forced response.The zero-state response or forced
response is given by the sum of homogeneous solution and particular solution with zero initial conditions.

6.7.1 Zero-Input Response or Homogeneous Solution

The zero-input response is obtained from homogeneous solution ¥ (n) with constants evaluated
using initial condition.

- Zero - input response, ¥, (n) = Yh(n)|

with constants evaluated using initial conditions

The homogeneous solution is obtained when x(n) = 0. Therefore the homogeneous solution is the
solution of the equation,
N

Y, a,¥(n-m) =0 (6.21)

e

Let us assume that the solution of equation (6.21) is in the form of an exponential.

ie., Y(n) = A"
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Chapter 6 - Discrete Time Signals and Systems 6.26

On substituting Y(n) = A" in equation (6.21) we get,

N
Ma A" =0
m=0
On expanding the above equation (by taking a = 1), we get,
AMta At l+a it ta AN D4a A N=0
AN N +a AN e AN P4 +a Ata)=0
Now, the characteristic polynomial of the system is given by,
AN+a AN '+a AN+ +a Ata =0
The characteristic polynomial has N roots, which are denoted as JLI, lz,...lN.

The roots of the characteristic polynomial may be distinct real roots, repeated real roots or complex.
The assumed solutions for various types of roots are given below.

Distinct Real Roots

Let the roots A, A, A, ... A be distinct real roots. Now the homogeneous solution will be in the
form,
y(n) = C Al + C, A, +C, A% + ... + Cy Ay
where, C,,C,,C,;,......C,, are constants that can be evaluated using initial conditions.

Repeated Real Roots

Let one of the real roots A, repeats p times and the remaining (N — p) roots are distinct real roots.
Now, the homogeneous solution is in the form,

Yo(m) = (C, + C,n+ Cyn’+..+ C 0" HA] + C
where, C,,C,,C,;,......C,, are constants that can be evaluated using initial conditions.

A+ e+ Cy Ay

p+l p+l

Complex Roots

Let the characteristic polynomial has a pair of complex roots A and A" and the remaining (N — 2)
roots be distinct real roots. Now, the homogeneous solution will be in the form,

Y(m=r"[C cosnb+C,sinnb] +C A+ C A"+ .. +C AL

where, L. = a + jb, A" = a—jb, r = +va’+b?, B:tan'IE
a

C,, C,, C, ... C are constants that can be evaluated using initial conditions.

6.7.2 Particular Solution

The particular solution, yp(n) is the solution of the difference equation for specific input signal
x(n) for n > 0. Since the input signal may have different form, the particular solution depends on the form
or type of the input signal x(n).

If x(n) is constant, then yp(n) is also a constant.

Example :

Let, xIn) = uln);  now, yp[n] =K uln)
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6.27 Signals & Systems

If x(n) is exponential, then yp(n) is also an exponential.

Example :

Let, x(n) = a"win};  now, y [n) =K a" u(n)

If x(n) is sinusoid, then yp(n) is also a sinusoid.
Example :

Let, x(n) = Acos®n ; now, yptnl =K cos@n +K,sinwn

The general form of particular solution for various types of inputs are listed in table 6.2.

Table 6.2 : Particular Solution

Input signal, x(n) Particular solution, yp(n)
A K
AB® K B®
An® K, n®+K nBD K
A"nB i I ol Il W
A cosaon |
A sinopn | K, coson + K, sinon

6.7.3 Zero-State Response

The zero-state response or forced response is obtained from the sum of homogeneous solution and
particular solution and evaluating the constants with zero initial conditions.

. Zero - state response, ¥ (n) = Y,(n) + ¥ (n)

with constants C,, C, ... Cy evaluated with zero initial conditions

6.7.4 Total Response

The total response of discrete time system can be obtained by the following two methods.

Method-1

The total response is given by sum of homogeneous solution and particular solution.
.. Total response, ¥(n) = ¥ (n) + yp(n)

Procedure to Determine Total Response by Method-1

1. Determine the homogeneous solution ¥ (n) with constants C,, C,, .....C,.

2. Determine the particular solution yp(n) and evaluate the constants K for anY value of
n = 1 so that no term of Y(n) vanishes.

3. Now the total response is given by the sum of ¥, (n) and yp(n).
- Total response, ¥(n) =y, (n) +¥ ()

4. The total response will have N number of constants C, C,, .....C . Evaluate the given equation
and the total response forn=20, 1, 2, ...N — 1 and form two sets of N number of equations and
solve the constants C, C., ....C,.
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Chapter 6 - Discrete Time Signals and Systems 6.28

Method-2

The total response is given by sum of zero-input response and zero-state response.
. Total response, ¥(n) =Y (n) + ¥ _(n)
Procedure to Determine Total Response by Method-2

1. Determine the homogeneous solution ¥, (n) with constants C, C,, ...C.

2. Determine the zero-input response, which is obtained from the homogeneous solution Y, (n)
and evaluating the constants C , C,, ....C using the initial conditions.

3. Determine the particular solution yp(n) and evaluate the constants K for any value of n > 1 so
that no term of ¥(n) vanishes.

4. Determine the zero-state response, ¥, (n) which is given by sum of homogeneous solution
and particular soulution and evaluating the constants C,, C,, ....C_ with zero initial conditions.

5. Now, the total response is given by sum of zero input response and zero state response.

~. Total response, ¥(n) = ¥,(n) + ¥, (n)

Example 6.8

Determine the response of first order discrete time system governed by the difference equation,
y(n)=—0.5y(n - 1)+ x(n)
When the input is unit step, and with initial condition a) y(-1)=0 b) y(-1)=1/3.

Solution

Given that, Y(n) =-0.5y¥(n - 1) + x(n)
. y(n)+05y(n-1)=x(n) (1)

Homogeneous Solution

The homogeneous equation is the solution of equation (1) when x(n) = 0.
soy(n) +05y(n-1)=0 (2)

Put, y(n) =" in equation (2).
A +0.50-1=0
;U"_”(?\.-l- 05):0 = A=-05

The homogeneous solution y, (n) is given by,
y(n)=Cr=C(-05); fornxo (3)

Particular Solution
Given that the input is unit step and so the particular solution will be in the form,
y(n)=Kum (4)
On substituting for y(n) from equation (4) in equation (1) we get,
Ku(n)+0.5Ku(n—-1)=u(n) ()

In order to determine the value of K, let us evaluate equation (5) forn=1, ( - we have to evaluate equation (5) for
any n 2 1, such that none of the term vanishes).
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6.29 Signals & Systems

From equation (5) when n =1, we get,

K+05K=1
1.5K=1

1 10 2

K= ~5°3

The particular solution yp(n) is given by,

— u(n) ; foralln

wih wln

Yp(n) = Ku(n)

; for n20

Total Response
The total response y(n) of the system is given by sum of homogeneous and particular solution.
. Response, y(n) =y, (n) + y,(n)
2

=C(-05)" + 3 5 fomzo (6)

Atn =0, from equation (1), we get, y(0) + 0.5y(-1)=1
. y(0)=1-05y(-1) el 7)
At n =0, from equation (6), we get, y(0) = C + % ..... (8)

On equating (7) and (8) we get, C+ % =1 - 05y(-1)

2

~C=1-05y-1)- =
y(-1) 3

;
3 - 05y(-1) wn(9)

On substituting for C from equation (9) in equation (6) we get,

y(n) = (% - 05 y(—1)] (-0.5)" + %

a) Wheny(-1)=0
y(-1 =0

: 2
wyln)==(-05"+= ; for nz=0
y(n) 3( Yo+ 3
b) When y(-1) = 1/3
1
)= —
Y=
1 1 2
= (1 - 05 x |05 + =
y(n) (3 9 3J( P2
=95 osp s 2
3 3

= 1 (-0.5)" + 2 ; forn =20
6 3
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Example 6.9
Determine the response y(n), n > 0 of the system described by the second order difference equation,
y(n)—2y(n-1)-3y(n—-2)=x(n) + 4 x(n—1),
when the input signal is, x(n) = 2" u(n) and with initial conditions y(-2) =0, y(-1)=5.
Solution
Given that, ¥(n)-2y(n-1)-3Y¥(n-2)=x(n) + 4 x(n—1) wen(1)

Homogeneous Solution

The homogeneous equation is the solution of equation (1) when x(n) = 0.

Lyn)-2y(n-1)-3y(n-2y=0 (2)
Put y(n) = &7 in equation (2).

LA =247 T-3A2 =0

A-zZ(2—-2)-3)=0

The characteristic equation is,

M-—2r-3=0 = (h=-3)(r+1) =0

.. The roots are, A= 3, -1

The homogeneous solution, y, (n) is given by,
yalm) = Cy 27 + G, 25

=C3)" + Cy(-1)"; forn=0
Particular Solution

Given that the input is an exponential signal, 2" u(n) and so the particular solution will be in the form,

y(ny=K2vun) (4)
On substituting for y(n) from equation (4) in equation (1) we get,
K2ru(n)-2K2-Yu(n-1)-3K2"-2y(n-2)=2"u(n) +4 x20-Yyin-1 ... (5)

In order to determine the value of K, let us evaluate equation (5) forn =2, (-- we have to evaluate equation (5) for
any n = 1, such that none of the term vanishes).

From equation (5) when n = 2, we get,
K22 -2Kx2'-3Kx20=224+4 x 2!
4K-4K-3K=12
-3K=12

k. 12
3
The particular solution y (n) is given by,

¥, (n) =K2"u(n) = (-4) 2" u(n)

= —4

Total Response

The total response y(n) of the system is given by sum of homogeneous and particular solution.
Response, y(n) =y, (n) + Y, (n)
=C 3+C,(-1)+(-42, forn=z0 . (6)
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When n=0,
From equation (1) we get,
y(0) - 2y(-1) - 3y(-2) = x(0) + 4 x(-1)
Giventhat, y(-1)=5,y(-2)=0
x(n)=2"u(n), .. x(0)=2°=1
x(-1)=0
On substituting the above conditions in equation (7) we get,
y(0)-2x5-3x0=1+0
~ y(0) =11
When n=1,
From equation (1) we get,
y(1) =2 y(0) - 3 y(-1) = x(1) + 4 x(0)
We know that, y(0) =11, y(-1)=5, y(-2)=0
Giventhat, x(n)=2"u(n), sox(0)=2°=1
x(1)=2'=2
On substituting the above conditions in equation (9) we get,
y(1)-2x11-3x5=2+4x1
~ y(1)=6 + 37 = 43

Whenn=0,

From equation (6) we get,
y(0)=C, 3°+C,(-1)°+(-4)2°=C +C,-4
From equations (8) and (11) we can write,
C,+C,—4=11
+ C, +C,=15

Whenn=1,

From equation (6) we get,
y(1)=C,x3+C,(-1)+(-4)2=3C,-C,-8
From equations (10) and (13) we can write,

3C,-C,-8=43

", 301—CZ=51
On adding equations (12) and (14) we get,
4C, =66
From equation (12), C, = 15 - C, = 15 — % =30;33 =

Yo = @ - 5N+ 492 forn >0

2

= [33 3 - 2(71)n 74(2)"] u(n) ; foralln.

A7)

9)
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6.8.6 FIR and IIR Systems

In FIR system (Finite duration Impulse Response system), the impulse response consists of finite
number of samples. The convolution formula for FIR system is given by,

N-1
y(n) = » h(m)x(a-m) (6.28)

m=0
where, h(n) =0 ; forn<0andn >N
From equation (6.28) it can be concluded that the impulse response selects only N samples of the
input signal.In effect, the system acts as a window that views only the most recent N input signal samples
in forming the ouput. It neglects or simply forgets all prior input samples. Thus a FIR system requires
memory of length N. In general, a FIR system is described by the difference equation,

N-1
y() = » b, x(n-m)

m=10

where, b_=h(m) ; form =0 to N-1

In IIR system (Infinite duration Impulse Response system), the impulse response has infinite
number of samples. The convolution formula for IIR systems is given by,

¥(n) = § h(m) x(n— m)

Since this weighted sum involves the present and all the past input sample, we can say that the IIR
system requires infinite memory. In general, an IIR system is described by the difference equation,

N M
y() =-» a_,y@m-m) + ¥ b, x(n-m)

m= 1 m=0

6.8.7 Recursive and Nonrecursive Systems

A system whose output ¥(n) at time n depends on any number of past output values as well as
present and past inputs is called a recursive system. The past outputs are Y(n—1), ¥(n-2), ¥(n—3), etc.,.

Hence for recursive system, the output ¥(n) is given by,
¥(n) = F [¥(n—-1), ¥(n-2),..Y(n—-N), x(n), x(n—1),...x(n—M)]
A system whose output does not depend on past output but depends only on the present and past
input is called a nonrecursive system.
Hence for nonrecursive system, the output y(n) is given by,
¥(n) = F [x(n), x(n—1) ,....., x(n—M)]
In a recursive system, in order to compute ¥(n ), we need to compute all the previous values y(0),

V(1) yeeeenen , Y(n,~1) before calculating ¥(n ). Hence the output samples of a recursive system has to be
computed in order [i.e., ¥(0), ¥(1), ¥(2), ....]. The IIR systems are recursive systems.

In nonrecursive system, Y¥(n,) can be computed immediately without having Y(n,-1),
¥(n,~2)..... Hence the output samples of nonrecursive system can be computed in any order [i.e. ¥(50),
¥(5), ¥(2), ¥(100),....]. The FIR systems are nonrecursive systems.
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6.9 Discrete or Linear Convolution

The Discrete or Linear convolution of two discrete time sequences x,(n) and x,(n) is defined as,

+00 +00

x;(n) = ¥ x,(m)x,(n—m)| or [x,(n) = » x,(m)x,(n-m)| ... (6.29)

m= - m= -

where, x,(n) is the sequence obtained by convolving x (n) and x,(n)
m is a dummy variable

If the sequence x (n) has N, samples and sequence x,(n) has N, samples then the output sequence
X,(n) will be a finite duration sequence consisting of "N +N,—1" samples. The convolution results in a
nonperiodic sequence. Hence this convolution is also called aperiodic convolution.

The convolution relation of equation (6.29) can be symbolically expressed as

xm = xm=*x,mn) = x,m*x® . (6.30)
where, the symbol * indicates convolution operation.

Procedure For Evaluating Linear Convolution

Let, x,(n) = Discrete time sequence with N, samples

x,(n) = Discrete time sequence with N, samples

Now, the convolution of x (n) and x,(n) will produce a sequence x,(n) consisting of N +N -1
samples. Each sample of x,(n) can be computed using the equation (6.29). The value of x,(n) atn=q
is obtained by replacing n by g, in equation (6.29).

+o0

Lxy(Q = Y x(m)x,(q-m) (6.31)

The evaluation of equation (6.31) to determine the value of x,(n) atn=q, involves the following
five steps.
1. Change of index : Change the index n in the sequences x (n) and x,(n), to get the
sequences x,(m) and x,(m).

2. Folding : Fold x,(m) about m = 0, to obtain x (-m).

3. Shifting : Shift x,(—m) by q to the right if q is positive, shift x,(—m) by q to the left
if q is negative to obtain x,(q— m).

4. Multiplication ~ : Multiply x (m) by x,(q — m) to get a product sequence. Let the product
sequence be vq(m). Now, vq(m) = x,(m) x x,(q— m).

5. Summation : Sum all the values of the product sequence v, (m) to obtain the value of
X,(n) at n = q. [i.e., x,(q)].

The above procedure will give the value x,(n) at a single time instant say n = q. In general, we are

interested in evaluating the values of the seqence x,(n) over all the time instants in the range —0 <n <oc.

Hence the steps 3, 4 and 5 given above must be repeated, for all possible time shifts in the range
—00 < n < oo,
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In the convolution of finite duration sequences it is possible to predict the start and end of the
resultant sequence. If x (n) starts at n = n  and x,(n) starts at n = n, then, the initial value of n for x,(n)
is "n = n, + n,". The value of x (n) for n < n, and the value of x,(n) for n < n, are then assumed to be
zero.The final value of n for x,(n) is "n = (n, + n,) + (N, + N, - 2)".

6.9.1 Representation of Discrete Time Signal as Summation of Impulses

A discrete time signal can be expressed as summation of impulses and this concept will be useful to
prove that the response of discrete time LTI system can be determined using discrete convolution.

Let, x(n) = Discrete time signal
8(n) = Unit impulse signal
8(n — m) = Delayed impulse signal
We know that, 8(n) = 1 ; atn=20
=0 ; whenn=#0
and, 8n—-m) = 1 ; atn=m
=0 ; whenn#m

If we multiply the signal x(n) with the delayed impulse 8(n — m) then the product is non-zero only
atn=m and zero for all other values of n. Also at n =m, the value of product signal is m™ sample x(m)
of the signal x(n).

. x(n) 8(n — m) = x(m)

Each multiplication of the signal x(n) by an unit impulse at some delay m, in essence picks out the
single value x(m) of the signal x(n) at n = m, where the unit impulse is non-zero. Consequently if we
repeat this multiplication for all possible delays in the range —oo <m < oo and add all the product sequences,
the result will be a sequence that is equal to the sequence x(n).

For example, x(n) 8(n — (-2)) = x(-2)
x(n) 8(n - (-1)) = x(-1)
x(n) 3(n) = x(0)
x(n) dn-1) =x(1)
x(n) d(n-2) =x((2)

From the above products we can say that each sample of x(n) can be expressed as a product of the
sample and delayed impulse, as shown below.

v x(-2) = x(=2) d(n—(-2))
x(-1) = x(-1) &(—(-1))
x(0) = x(0) 8(n)

x(1) = x(1) 8n—1)
x(2) = x(2) 8(n—-2)
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Lox(n) = e + x(=2) + x(=1) + x(0) + x(1) + x(2) + =+

= +x(=2) 8(n - (-2)) + x(=1) 8(n - (=1)) + x(0) d(n) + x (1) d(n-1)
+x(2) 8(n —2) + e

+00

= > x(m)dm-my (6.32)

m= -

In equation (6.32) each product x(m) 8(n — m) is an impulse and the summation of impulses gives
the sequence x(n).

6.9.2 Response of LTI Discrete Time System Using Discrete Convolution

In an LTI system, the response ¥(n) of the system for an arbitrary input x(n) is given by convolution
of input x(n) with impulse response h(n) of the system. It is expressed as,

+a0

¥(n) = x(n) * h(n) = 7 x(m) h(n— m) ea(6.33)

m= —w

where, the symbol * represents convolution operation.

Proof :

Let yin} be the response of system H for an input xin)
syl =Hoop (6.34)
From equation {6.32) we know that the signal x(n) can be expressed as a summation of impulses,

+00

e, xin)= y xmdn-m 16.35)

m= -
where, 3{n—m) is the delayed unit impulse signal.
From equation (6.34) and (6.35) we get,

yin) = 9-({ 3 xm) 8in —m)} ....[6.36)

m= -®
The system H is a function of n and not a function of m. Hence by linearity property the equation (6.36) can be
written as,

yinl= > x(m) H {8(n— mi}

ms= —w

-...16.37)

Let the response of the LTI system fo the unit impulse input &(n) be denoted by hinl,
= hin) = Hdin}

Then by time invariance property the response of the system to the delayed unit impulse input 8in—m) is given by,
hin — m} = H{sln — mi} ....16.38)

Using equation (6.38), the equation (6.37) can be expressed as,

yinl= Y x(m) hin-m)

m= -
The above equation represents the convolution of input x(n) with the impulse response hin} to yield the output

yln). Hence it is proved that the response yin) of LTI discrete time system for an arbitrary input x(n} is given by
convolution of input x[n) with impulse response hin) of the system.
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6.9.3 Properties of Linear Convolution

The Discrete convolution will satisfy the following properties.

Commutative property : x(n) * x,(n) = x,(n) % x (n)

Associative property o [x, (@) x x,(n)] * x,(n) = x (n) * [x,(n) * x,(n)]
Distributive property »ox(n) + [x,(n) + x,(m)]=[x (n) * x,(n)] + [x,(n) * x,(n)]
Proof of Commutative Property :

Consider convolution of x (n) and x,(n).
By commutative property we can write,
X,(n) * x,(n) = x, {n) = x(n)
{LHS) (RHS)
LHS = x[n) * x,{n)

= > xmxmn-m {6.39)

m= -
where, m is a dummy variable used for convolution operation.

let, n-m=p whenm=-,p=n-m=n+® =+
L m=n- whenm=+w,p=n-M=nN-® =-x

On replacing m by (n - p} and {n —m) by p in equation (6.39) we get,

LHS = y: X4(N—P) X(p)
p=-»

+0

> x,(p) x,(n-p)

p=-=

= %, (n) *x,(n} p is a dummy variable used for convolution operation

=RHS

Proof of Associative Property :

Consider the discrete time signals x (n), x,(n) and x,(n). By associafive property we can wrile,

[, (n) *x,[n)] * x,(n) = x(n) * [x, (n) *x,(n)]

LHS RHS
Let, y,in) = xin) *x,(n) -.-{6.40)
Let us replace nby p
~ylp) = x(p) * x,(p)
= > xmxp-m {6.41)
Let, y,in) =x,n) *x,(n) --1642)

+00

2 e = D x,(@) xy(n-q)

q=-=
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aynem = Y x@x-q-m (6.43)
q: -0

where p, m and g are dummy variables used for convolution operation.

LHS = [x{n) * X,{n)] * x,(n)

=y,in] *x,in) Using equation (6.40)

= . yiipl x4 —p)
p: —a0

= > Y ximx,(p-mx, (n-p) Using equation (6.41)
p=-w ms= -m

= )“ %,(m) 7 X, (p—m) x;3in—pl .. (6.44)
m= - p= -

let, p-m=q L whenp=-w,q=p-m= - —-m =-x
Lp=q+ whenp=+w,q=p-m=+0-m=+®
On replacing {p —m) by q, and p by (g + m) in the equation (6.44) we get,

+a +o0

3 xmb Y x,lq) x, (n-g-m)

ms= -o q=-»

LHS

> x(mly, (h-m) | Using equation {6.43)|

m= -

X, (n) * y,(n)
=x,(n) * [x,{n) * x,(n)] | Using equation (6.42) |

=RHS

Proof of Distributive Property :

Consider the discrete time signals x,In), x,In) and x,(n). By distributive property we can write,
X, [n) #* [x,[n) + x,[n] = [x,(n} * X, ()] + [x(n) * x, (n)]
LHS RHS
LHS = x/(n) = [x,(n} + x,(n)]

=x,In) *x,{n) X,(n = x,(n) + x,in)

+00

= y x,(m) x,in—m) |m is a dummy variable used for convolution operation |
= > x(m Xyn-m) + xyln-mi)
= Y xmxn-m+ ¥ ximx,n-m
=[x, (n) = x,(n)] + [x(n) *x, (n]]
=RHS
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6.9.4 Interconnections of Discrete Time Systems

Smaller discrete time systems may be interconnected to form larger systems. Two possible basic
ways of interconnection are cascade connection and parallel connection. The cascade and parallel
connections of two discrete time systems with impulse responses h (n) and h,(n) are shown in fig 6.21.

¥(n) )
x(n) m ¥, (n) “W - x(n)
Fig 6.21a : Cascade connection. Fig 6.21b : Parallel connection.

Fig 6.21 : Interconnection of discrete time systems.

Cascade Connected Discrete Time System

Two cascade connected discrete time systems with impulse response h,(n) and h,(n) can be replaced
by a single equivalent discrete time system whose impulse response is given by convolution of individual

impulse responses.

x(n) ¥,(n) o ¥(n) () ¥(n)

Fig 6.22 : Cascade connected discrete time systems and their equivalent.

Proof:
With reference to fig 6.22 we can write,
yfm=xtp)*hfp (6.45)
yvinh=yt)« b (6.46)

Using equation (6.45), the equation (6.46) can be written as,
y(n) = x(n) * h,(n) * h,(n)
=x(n) * [hn) * h,(nl]
=xn)+xb) (6.47)
where, hin) = h{n) * h,(n)

From equation (6.47) we can say that the overall impulse response of two cascaded discrete
fime systems is given by convolution of individual impulse responses.

Parallel Connected Discrete Time Systems

Two parallel connected discrete time systems with impulse responses h (n) and h,(n) can be replaced
by a single equivalent discrete time system whose impulse response is given by sum of individual impulse

responses.

1 y
Ihl(n} ()

X(n)

¥ )

Fig 6.23 : Parallel connected discrete time systems and their equivalent,
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Proof:

With reference to fig 6.23 we can write,

yn =x(n)*hfp) (6.48)
yn =x)*h) (6.49)
yn) =y +y0) (6.50)

On substituting for y,(n) and y, (n) from equations (6.48) and (6.49) in equation (6.50) we get,
yin) =[x(n) =h(o)] + [x(n) «h,00 (6.51)

By using distributive property of convolution the equation (6.51) can be written as shown below,
y(n) =x(n) = [h,(n) + h,(n)]
=x(n)«xh(p) (6.52)
where, hin) = h;(n) + h,(n)

From equation (6.52) we can say that the overall impulse response of two parallel connected discrete time
system is given by sum of individual impulse responses.

Example 6.19

Determine the impulse reponse for the cascade of two LTI systems having impulse responses,

hy(n) = (%) u(n) and hz(n):(%] u(n).

Solution
Let h(n) be the impulse response of the cascade system. Now h(n) is given by convolution of h (n) and h,(n).
= h(n) = h(n) * h,(n)
= t; hy(m) ho(n = m) where, mis a dummy variable used for convolution operation
m = —w

The product h,(m) h,(n — m) will be non-zero in the range 0 = m < n. Therefore the summation index in the above
equation is changedtom=0ton.

2 L "y " 2 Ny (1YY" (1) < 1"
~ h(n) = hy(m) hy(n — m) = — — = — — —| == —| 4m
" Z‘O Hm) hef ) Z‘O (2] (4) Z‘u (2) (4) (4] (4] Z‘n (2]
1 n n 4 m
=|—= y (_) Finite geometric series
4) mo \2 sum formula
1 n 5n‘ §‘ Cn CN+]_-|
= | = om X =
4) m=Ju n=0 C-1
1Y (2" -1
ZJ (ﬁJ Using finite geometric series sum formula
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Example 6.20
Determine the overall impulse response of the interconnected discrete time system shown below,

n

u(n) and hy(n) = (%}n u(n).

where, hy(n) = {%T u(n), hz(n)=[%]

x(n)

Solution

The given system can be redrawn as shown below.

The above system can be reduced to single equivalent system as shown below.

y,(n)
_'@ x(n}—{ h (n) + [(h,(n) + h,(n) = h,(n)] f—>y(n)
—
U

x(n)Y(n)
Here, h(n) = h (n) + [(h,(n) + h,(n)) * h,(n)]

= h(n) + [h,(n) * h(n)] + [h,(n)* h,(n)] | Using distributive property

x(n)

Let us evaluate the convolution of h,(n) and h,(n).
hn) * hylnl = Y hy(m) hyln—m)
m= -x
The product of h,(m) h,(n —m) will be non-zero in the range 0 <m < n. Therefore the summation index in the above
equation can be changedtom=0ton.

o hyn) * hyn) = > hym) hyn — m)

m=0

|

M=
e
w|—
S——
3
N
| =
Ne—
£

1

3

\4:
N
W] —
N—
3
P
;| —
N—
=]
—
w| =
~—
3

1}
3
s
—
| —
SNa—
3
(%]
3
n i
—— 3
w»| =
— o
£]
3
[} W:
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6.54

5

n+1
,) .

1

¢
23

T2

JE) -2
u(n) - E

: 5

Using finite geometric series sum formula|

Finite geometric series

[1 n|:3 5V 5 3 sum formula
E] E(E) E'E} " C“" 1
C -
y -1
(1] = E(ll - E[lJ ;forn >0
5 21\3 2\5

1

Jn u(n) ; forall n

Let us evaluate the convolution of h,(n) and h,(n).

> hylm) hyin —

m= —m

h,(n} * hyln) =

m)

The product of h,(m) and h,(n-m) will be non-zero in the range 0 <m < n. Therefore the summation index in the above

equation can be changetom=0ton.

ha(n) * hy(n) = 37 hy(m) hyn — m)
m=0
= yn‘ (l " l]n-m = yn‘ (1Jm l)ﬂ [l - Finite geometric series
m=0 EJ (5 m=o \2 (5 SJ sum formula
(A7 % mo (1) 3 (8) N -
(32 [J 5 26 S-S

) >
)

D
5 n+
1Y (E) — —
=l 75— [Using finite geometric series sum formula|
2
5Y5
- ke
5 5-2 ~\5/(8l2) 2 3
2

5

3

1

2

J-36) -

[%)" u(n) for all n

Now, the overall impulse response h(n) is given by,

h(n) = hyn) + [hy(n) * hy()] +
1

[ha(n) * hy(n)]
3(1

= (%)“ u(n) + g(gjn u(n) — 2 (g]n u(n) + % (%)“ u(n) — 3 [g]“ u(n)
JEEERECE ORI
= Z (1]” — E (l]" + i (l]ﬂ u(n)
T2 \3 6 \5 32
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Example 6.21

Find the overall impulse response of the interconnected system shown below. Given that h (n) = a" u(n),
h,(n) =3(n—1), hy(n) =3(n -2).

x(n)

Solution

The given system can be reduced to single equivalent system as shown below.

x(n) y(n)
h,(n) = h,(n)
U
(= [h,(n) *h,(n)] + [h(n) * h,(n)] |—>¥(n)
U

x(n y(n)

Here, h(n) = [h,(n) * h,(n)] + [hy(n) *h (n)]

Let us evaluate the convolution of h,(n) and h,(n).

hy(n) * hy(n) = § h,(m) h,(n-m)

m= -

= 7 h,(m) hy(n—m) Using commutative property
i

-0

= Y sm-na" ™= Y sm-fa"a™

m= o m=-»

=a" Y §m-fa™
8

The product of 8(m — 1) and a-™ in the above equation will be non-zero only whenm = 1.
s~ h(n)*h(ny=ara’'=a"" ; forn>1
=a""'u(n-1) ; foralln.

Let us evaluate the convolution of h,(n) and h,(n).

hs() * hy(n) = " hy(m) hy(n—m)

-0
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hs(n) * hy(n) = f‘ dm-2)a-m = f‘ dm-2)a"a™"

m= -o m=-x

a" Y sm-2)a™"

m= —x

The product of 8(m — 2) and a™™ in the above equation will be non-zero only whenm = 2.

~hyn)* h(nj=a"a?=a"? ; fornz2

=a""2u(n-2) ; foralln

Now, the overall impulse response h(n) is given by,

h(n) = [h,(n) = h,(n)] + [hy(n) * h,(n)]

=ah-"y(n-1)+a"-2u(n-2)

6.9.5 Methods of Performing Linear Convolution

Method -1: Graphical Method

Let x (n) and x,(n) be the input sequences and x,(n) be the output sequence.

1

2.
3.

Change the index "n" of input sequences to "m" to get x (m) and x,(m).
Sketch the graphical representation of the input sequences x (m) and x,(m).

Let us fold x,(m) to get x,(—m). Sketch the graphical representation of the folded
sequence X,(—m).

Shift the folded sequence x,(—m) to the left graphically so that the product of x (m) and
shifted x (-m) gives only one non-zero sample. Now multiply x (m) and shifted x,(-m) to get
a product sequence, and then sum-up the samples of product sequence, which is the first
sample of output sequence.

. To get the next sample of output sequence, shift x,(—m) of previous step to one position right

and multiply the shifted sequence with x,(m) to get a product sequence. Now the sum of the
samples of product sequence gives the second sample of output sequence.

To get subsequent samples of output sequence, the step-5 is repeated until we get a
non-zero product sequence.

Method -2: Tabular Method

The tabular method is same as that of graphical method, except that the tabular representation of
the sequences are emploYed instead of graphical representation. In tabular method, every input sequence,
folded and shifted sequence is represented by a row in a table.

Method -3: Matrix Method

Let x (n) and x,(n) be the input sequences and x,(n) be the output sequence. In matrix method one
of the sequences is represented as a row and the other as a column as shown below.

Multiply each column element with row elements and fill up the matrix array.

Now the sum of the diagonal elements gives the samples of output sequence x,(n). (The sum of the
diagonal elements are shown below for reference).
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.......... XZ(O) xz(l) xz(z) XE(J) fhesreie s
-
-~ ~ -~
/.// ;/ /'/,
- Pid - i
i -7 P P
X, (0) f-reeeee x (0)x,(0) -~ xl(O)xl(l)/,’ X (0)x,(2) -~ xl(O)xz(B)/,_’ ________
/// P /// e //’
P - e . P
// // // // ’/
x(1y fooooo 1 (1x,(0) -7 x,(Dx,(1) -7 x,(1x,(2) = x,(1x,(3) <% oo n .
1 P Pie s s Pre
P // // // -7
e e e P e
-~ -~
x(2) feeeeees “x,@x,00) 77 x,@%,(1) o x @) T x@x3) 7
P - /// P
-7 -7 e -7
-~ -~
X(3) pree XG0 KO ARG _-TxBXB)
e e e
e v
%,(0) = cooce + X,(0) ,(0) + ...

%,(1) = oo + %,(1) X,(0) + X,(0) x,(1) + oo
X,(2) = ces + X,(2) X,(0) + x,(1) x,(1) + X,(0) ,(2) + ...
K,(3) = v + X,(3) 1,00) + x,(2) x,(1) + X,(1) X,(2) + X,(0) X,(3) + ...

Example 6.22

Determine the response of the LTI system whose input x(n) and impulse response h(n) are given by,
x(n)={1,2,3,1}and h(n) ={1,2,1, -1}

T
Solution

The response y(n) of the system is given by convolution of x(n) and h(n).

y(n) = x(n) * h(n) = > x(m) h(n—m)

m= -xo

In this example the convolution operation is performed by three methods.

The Input sequence starts at n = 0 and the impulse response sequence starts at n = —1. Therefore the output
sequence startsatn=0+(-1)=-1.

The input and impulse response consists of 4 samples, so the output consists of 4 + 4 — 1 =7 samples.
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6.58

Method 1 : Graphical Method

The graphical representation of x(n) and h(n) after replacing n by m are shown below. The sequence h(m) is folded

with respect to m = 0 to obtain h(-m).

h(m)

|

Fig 1 : Input sequence.

Fig 2 : Impulse response.

-2 -1 0 1 m
1

Fig 3 : Folded impulse response.

The samples of y(n) are computed using the convolution formula,

y(n)= sm‘ x(m)h(n-m) = f‘ x(m) h,(m) ; where h,(m) =h{n —m)

ms= -x ms= -

The computation of each sample using the above equation are graphically shown in fig 4 to fig 10. The graphical

representation of output sequence is shown in fig 11.

+00 40

Whenn = —1;y(-1) = » xm)h(-1-m) = > x(m)h_,(m) =

m= -

m=-»

h 1(m)

Fig 4 : Computation of y(-1).

> v (m)

v_](m)

0 1 2 3

m
The sum of product sequence v_ (m)
givesy(-1). . y(-1) =1

o0

Y x(m)h(0-m) =

m=

40

> x(m) hy(m)

m=

Whenn = 0 ; y(0) =

—x —%

+30

= > vy(m)

ms= -%

h (m) X(m) Vy(m)
3
2 X
2 — 2 2
1 | 1 l 1 l 1
I—z -1 o 1 0 1 2 3 . 0o 1 2 3 Hi

Fig 5 : Computation of y(0).

The sum of product sequence v, (m)
givesy(0). .. y(0)=2 + 2=4
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Whenn = 1;y(1) = >, x(m)h(1-m) = Y. x(m) h(m) = . vy(m)
h,(m) © xm) o v(n)a
3 3
2 X 2 —
1 1l 1 I1 1
<0 1 2 o 1 2 3 o o 1 2 3
] The sum of product sequence v,(m)
B Fig 6 : Computation of y(1). givesy(1). ~. y(1)=1+4+3 =8
Whenn = 2;y(2) = » xmh@-m)= > x(mihy(m) = 3 v,(m)
b (m) 7 xto) o vmt e
3
X 2
1 | 1 =
| 2
5 0 1 2 3 1]
o 1 2 3
The sum (m)
Fio 7:C tati ). e sum of product sequence v (m
‘£ omputation of y(2) givesy(2). .. y(2)=—1+2+6+1=8
Whenn = 3;y(8) = D xmh(B-m)= Y x(m)h(m) = > vy(m)
h,(m) x(m) v,(m)
3 3
2 X 2 2
] ‘ | | [ . l
0 l1 2 3 4 _n: 0 1 2 3 n: o 1 2 3 r>n
-1

2
The sum of product sequence v,(m)

Fig 8 : Computation of y(3). gives y(3). . y(3)= —2+3+2=3
Whenn = 4;y(4) = > xm)h(d-m) = > x(m)h,(m) = > v,(m)
m=-x ms= -« m=‘;jm)
h,(m) x(m)
3
2 X 2
= 1]
1 1 1 1 | 5
[ ], |, T F > a
0 1 Iz 3 4 5 0 1 2 .
1
. . -3
Fig 9 : Computation of y(4). The sum of product sequence v,(m)

givesy(4). .. y(4)= -3+1= -2
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+v: -+

Whenn = 5; y(5) = 3. xm)hE-m) = 3. >’ xm)hm) = 3 vs(m)
h,(m) x(m) ’ v(m)
=
1 _ =
0 1 2 ] 3 m
o 1 2 5 2 0 3 m The sum of product sequence

. vs(m) gives y(5). .. y(5) =
Fig 10 : Computation of y(5).

The output sequence, y(n) = {1, # 8,8, 3 -2, —1} y(n) 4

_2_1012341567
-1

-2
Fig 11 : Graphical representation of y(n).

Method - 2 : Tabular Method

The given sequences and the shifted sequences can be represented in the tabular array as shown below.

| Note : The unfilled boxes in the table are considered as zeros]

m -3 2| - 0 1 2 3 4 5 6
x(m) 1 2 3 1

h(m) 1 21 1[4

h(-m) -1 1 2 1

h(=1-m)=h_(m) -1 1 2 1

h(0 —m) =h,(m) -1 1 2 1

h(1=m) =h,(m) -1 1 2 1

h(2 —m) =h,(m) -1 1 2 1

h(3 - m) = h,(m) -1 1 2 1

h(4 —m) =h,(m) -1 1 2 1

h(5-m) =h,(m) -1 1 2 1
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Each sample of y(n) is computed using the convolution formula,

+30

y(n) = F x(m) h(n—-m) = f‘ x(m) h,(m), where h (m) = h(n-m)

To determine a sample of y(n) at n = g, multiply the sequence x(m) and hq(m) to get a product sequence (i.e., multiply
the corresponding elements of the row x(m) and h, (m)). The sum of all the samples of the product sequence gives y(q).

Whenn=-1; y(-1) = 3 x(m)h_(m)

—-m

m=-m

3

m= -3

[ The product is valid only for m

—3to +3|

= x(=3) h_,(=3) + x(-2)h_,(-2) + x(=1)h_ (1) +x(0) h_(0) + x(1) h_,(1)
+x(2) h_,(2) + x(3) h_(3)
=0+0+0+1+0+0+0=1
The samples of y(n) for other values of n are calculated as shown forn=-1.

3
Whenn = 0 ; y(0) = S‘Jx(m)hn(m)=0+0+2+2+0+0=4
m= -2
3
Whenn = 1 ; y(1) = yx(m)m(m) =04+1+4+43+0=28
m= -1
3
Whenn = 2 ; y(2) = ;x(m)h2(m) =-1+2+6+1=28
m=0
4
Whenn = 3 ; y(3) = ;x(m)hs(m)=0—2+3+2+0=3
m=0
5
Whenn = 4 ; y(4) = F:x(m)m(m) =0+0-3+1+0+0= -2
m=20
6
Whenn = 5 ; y(5) = y:x(m)hs(m):O+0+0—1+0+0+0=71
m=0

The output sequence, y(n) = {1, 4% 883, -2, -1}

Method - 3 : Matrix Method

The input sequence x(n) is arranged as a column and the impulse response is arranged as a row as shown below.
The elements of the two dimensional array are obtained by multiplying the corresponding row element with the column
element. The sum of the diagonal elements gives the samples of y(n).

h(n)—
x(n) 1 5 1 1 ( )h(n)—> 1 2 1 1
xn = >
1] 1x1 1x2 1x1 1x (1) 31 1,772 71 7,
ol #8 Hh AP AP
2 2x1 2x2 2x1 2x (-1) % /," 57 & &
= 8| #'8 8 8 S a
3] 3x1 3x2 3x1 3x (-1) g /," /,/ ,,/ SJET
il 1.5 B 15 4
1] 1x1 1 x2 1x1 1x(-1) B
y(=1)=1
y(0)=2+2=4 y(3)=2+3+(-2)=3
y(1)=3+4+1=8 y4) =1+(-3)=-2 ~y(n)={1,4,8,8,3,-2,-1}
y(2)=1+6+2+(-1)=8 y(5) =-1 T
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Example 6.23

Determine the output y(n) of a relaxed LTI system with impulse response,
h(n) = a"u(n) ; where |a] <1 and
When input is a unit step sequence, i.e., x(n) = u(n).

Solution

The graphical representation of x(n) and h(n) after replacing n by m are shown below. Also the sequence x(m) is

folded to get x(-m)

h(m) 1\

1

o

2

0 s
w
.
.
.
4

0o 1 2 in

Fig 1 : Impulse response.

X(m) 4

Il

0 1

3 m
Fig 2 : Input sequence.

X(—m) ir

1

-3 -2 -1 0

Fig 3 : Folded input sequence.

Here both h(m) and x(m) are infinite duration sequences starting at n = 0. Hence the output sequence y(n) will also
be an infinite duration sequence startingatn=0

By convolution formula,

y(n) = § h(m) x(n—m) = f h(m) x,(m); where x, (m) = x(n-m)

m= -

m=0

The computation of some samples of y(n) using the above equation are graphically shown below.

Whenn = 0; y0) = > him)ximl = . him)x,(m) = . v,im)
m=0 m=20 m=0
h(m) X, (m) v (m)
1 1 1
l Bz i
aJ
0 1 2 3 l; _é 2 -1 0 1 l: 0 1 2 1;
Fig 4 : Computation of y(0). y(0) =1
Whenn = 1; y(1) = Y hm)x(1-m) = > h(m)x(m) = Y v,m)
m=0 m=0 m=0
h(m) i x,(m) 4 v, (m) 4
1 1 1
a a
a? X :>
aﬁ
0 1 2 3 = 2 -1 0 1 m R R
Fig 5 : Computation of y(1). y(1)=1+a
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a
‘ az
P 10 1 2 m o 1 2 3 m
y(2)=1+a+a?

Whenn = 2 ; y(2) = f‘ h(m) x(2-m) = f h(m) x,(m) = § v,y(m)
m=0 m=0 m=0
h(m) 4 x,(m) 1. v,(m) 4

1 1 1

w

) e
.
.
.
r
.
.
.

N

B
wm
x
U

Fig 6 : Computation of y(2).

Solving similarly for other values of n, we can write y(n) for any value of n as shown below.
n

ynl=1+a+a®+...+a" = Y o ; forn=0
p=0

¥(n) & o
-
o
[
o *
- o
* *
@ -
¥
g =
3
>
Ll . - . L] .
1 |
i
— n
0 1 2 3 T

Fig 7 : Graphical representation of y(n).

6.10 Circular Convolution

6.10.1 Circular Representation and Circular Shift of Discrete Time Signal

Consider a finite duration sequence x(n) and its periodic extension xp(n). The periodic extension of

x(n) can be expressed as xp(n) = x(n + N), where N is the periodicity. Let N =4. The sequence x(n) and
its periodic extension are shown in fig 6.24.

Let,x(n)=1; n=10
=2;n=1
=3, n=2
=4;:n=23
x,(n)
4 4 1
3 3 3
2 2 -
AR
_4_3_2-101234557:
Fig 6.24a : Finite duration sequence x(n). Fig 6.24b : Periodic extension of x(n).

Fig 6.24 : A finite duration sequence and its periodic extension.

Let us delay the periodic sequence xp(n) by two units of time as shown in fig 6.25(a). (For delay
the sequence is shifted right). Let us denote one period of this delayed sequence by x (n). One period of
the delayed sequence is shown in figure 6.25(b).

CHENNAI INSTITUTE OF TECHNOLOGY 32



CHENNAI INSTITUTE OF TECHNOLOGY

33



UNIT-5

Structures for Realization of IIR and

FIR Systems

10.1 Introduction

A discrete time system is a system that accepts a discrete time signal as input and processes it, and
delivers the processed discrete time signal as output. Mathematically, a discrete time system is represented
by a difference equation. Physically, a discrete time system is realized or implemented either as a digital
hardware ( like special purpose Microprocessor / Microcontroller) or as a software running on a digital
hardware (like PC-Personal Computer).

The processing of the discrete time signal by the digital hardware involves mathematical operations
like addition, multiplication, and delay. Also the calculations are performed either by using fixed point
arithmetic or floating point arithmetic. The time taken to process the discrete time signal and the
computational complexity, depends on number of calculations involved and the type of arithmetic used
for computation. These issues are addressed in structures for realization of discrete time systems.

From the implementation point of view, the discrete time systems are basically classified as IIR
and FIR systems. The various structures proposed for IIR and FIR systems, attempt to reduce the
computational complexity, errors in computation and the memory requirement of the system.

10.2 Discrete Time IIR and FIR Systems

A discrete time system is usually designed for a specified frequency response, H(e/®). Now, the
impulse response, h(n) of the system is given by inverse Fourier transform of the frequency response,
H(e"*). The impulse response, h(n) will be a sequence with infinite samples.

When a discrete time system is designed by considering all the infinite samples of the impulse
response, then the system is called IIR (Infinite Impulse Response) system. When a discrete time system
is designed by choosing only finite samples (usually N-samples) of the impulse response, then the system
is called FIR (Finite Impulse Response) system.

In the design of [IR systems, the infinite samples of impulse response cannot be handled in digital
domain. Therefore, the frequency response of IIR system will be transferred to a corresponding frequency
response of a continuous time system, and a continuous time system is designed, then the continuous
time system is transformed to discrete time system.

10.2.1 Discrete Time IIR System

Let, H(e'®) = Frequency response of discrete time IIR system
H(s) = Transfer function of continuous time system

H(z) = Transfer function of discrete time system
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The frequency response of discrete time system is transferred to a corresponding frequency
response of continuous time system. Using this frequency response of continuous time system the transfer
function of continuous time system is designed. Then the transfer function of continuous time system,
H(s) is transformed to transfer function of discrete time system, H(z).

The general form of H(z) is,
_b,+ bz +b,z7 + ... + by z™

-1 -2 -N
+a,z” + ... + ayz

H(z)

1 +az
Let, X(z) = Input of the discrete time system in z-domain

Y (z) = Output of the discrete time system in z-domain

_Y(z) _b, +b, z' +b,z7 + . + by z™

X(z) 1+az'+a,z°+ .. faz™ (10.1)

On cross multiplying the equation (10.1) we get,

[1 +a,z' +a,z7 + ... + ay Z_N]Y(Z)=[b0 +bz"' +b,z7 + ... + by Z_M]X(Z)

Y(z) + a,z"'Y(2) + 2,27 Y(2) + ..... + ay zNY(2)
= b,X(z) + b, z"'X(z) + b, 27X (2) + ..... + by, zMX(2)

On taking inverse Z-transform of the above equation we get, If Z{x(n)} = X(z) then,
Z{x(n—k)} = z*X(2)

Y(n) + a,¥(n-1) + a,Y(n-2) + ..... + ay Y(n—N)
= by x(n) + b, x(n-1) + b, x(n-2) + ..... + by, x(n—M)
y(n) = —a, y(n-1) —a, y(n-2) — ... - ay Y(n—N)
+ by x(n) + b, x(n—-1) + b, x(n-2) + ... + by x(n—-M)

~y(m) = — Y a, ym-m)+ ¥ b x(n-m) .. (10.2)

The equation (10.1) is the transfer function of discrete time IIR system and the equation (10.2) is
the time domain equation governing discrete time IIR system. From equation (10.2), it is observed that
the output at any time n depends on past outputs and so the IIR systems are recursive systems.

10.2.2 Discrete Time FIR system

Let, H(e') = Frequency response of discrete time FIR system
h(n) = Impulse response of discrete time FIR system

Here, the impulse response is obtained by inverse Fourier transform of the frequency response of
discrete time system. The impulse response will have infinite samples. Let us choose N-samples of h(n)
for n =0 to N-1. (or for n = -(N-1)/2 to + (N-1)/2).

Let the samples of h(n) be, bo, bl, b2, ..... b i, for n=0,1, 2, ..... N-1 respectively.

" h(n)={by b, b, ...b,_ }
T
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On taking Z-transform of h(n) we get,

H(z) = by + bz + bz + ... + by, z NP

Let, X(z) = Input of the discrete time system in z-domain

Y(z) = Output of the discrete time system in z-domain

Y(2) _ _ _(N—
.H(z) = X =b, + bz 'y b, z SR + by, z N (10.3)
On cross multiplying the equation (10.3) we get,
Y(z) = [b0 +bz' +b,z7 + ... + by, Z_(N_l)]X(Z)
=b,X(z) + b,z"'X(z) + b,z X(2) + ..... + by, 2N X(2)
On taking inverse Z-transform of the above equation we get,
y(n) = byx(n) + b;x(n-1) + b, x(n-2) + ..... + by x(n—-(N-1))
N-1
~y(m)= ¥ b x(n-m) L (10.4)

m=0
The equation (10.3) is the transfer function of discrete time FIR system and the equation (10.4) is
the time domain equation governing discrete time FIR system. From equation (10.4), it is observed that
the output at any time n does not depend on past outputs and so the FIR systems are nonrecursive

systems.
10. 3 Structures for Realization of IIR Systems

In general, the time domain representation of an N* order IIR system is,

Y(n) = —Yamy(n—m) + ybmx(n—m)

and the z-domain representation of an N* order IIR system is,

Y(z» by, +bz' +b,z7 + ... + b,z M

-N

H(z) =

X(z) l+az'+a,z7 + ... + ayz

The above two representations of IIR system can be viewed as a computational procedure
(or algorithm) to determine the output sequence Y(n) from the input sequence x(n). Also, in the above
representations the value of M gives the number of zeros and the value of N gives the number of poles
of the IIR system.

The computations in the above equation can be arranged into various equivalent sets of difference
equations, with each set of equations defining a computational procedure or algorithm for implementing
the system. The main advantage of rearranging the sets of difference equations is to reduce the computational

complexity, memory requirements and finite-word-length effects in computations.
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For each set of equations, we can construct a block diagram consisting of delays, adders and
multipliers. Such block diagrams are referred as realization of system or equivalently as a structure for
realizing system. (For the block diagram representation of discrete system refer chapter-6, section 6.6.2).
Some of the block diagram representation of the system gives a direct relation between the time domain

equation and the z-domain equation.
The different types of structures for realizing the IIR systems are,
1. Direct form-I structure
2. Direct form-II structure
3.

Cascade form structure
4. Parallel form structure

10.3.1 Direct Form-I Structure of IIR System

Consider the difference equation governing an IIR system.

N M
y(n) = —yam y(n-m) + y b, x(n-m)

m=1 m=0

y(n) = -a, y(n-1) - a,y(n-2) — ... — ayY(n—N)
+b,x(n) + b, x(n-1) + b, x(n-2) + ..... + by, x(n—-M)

On taking Z-transform of the above equation we get,

Y(z) = -2,2"'Y(2) - 2,22 Y(2) - ..... -a,zVY(2)
+ b, X(2)+b,z" X(2) + b,z X(2) + ..... + by, z™ X(2)

X(z)
x(n)
Z 1
z"' X(z)
x(n—1)
-]
2?2 X(z)
x(n-2)
O S
< B
z! ZN [TN_ z!
™MD X(7) I 7 oy
Xa(M=1) =0 Q)‘_@'— ;(n—(N—(lZ)))
z! 7]
-M b zMX(z _a 7z VY
zxz'ni(;;)) | lb)/N7 (z) a,z 2}, Y@
- X ¥(n-N)

Fig 10.1 : Direct form-1 structure of IIR system.
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The equation of Y(z) [equation (10.5)] can be directly represented by a block diagram as shown in
fig 10.1 and this structure is called direct form-I structure. The direct form-I structure provides a direct
relation between time domain and z-domain equations. The direct form-I structure uses separate delays
(z!) for input and output samples. Hence for realizing direct form-I structure more memory is required.

From the direct form-I structure it is observed that the realization of an N order discrete time
system with M number of zeros and N number of poles, involves M+N+1 number of multiplications and
M+N number of additions. Also this structure involves M+N delays and so M+N memorY locations are
required to store the delayed signals.

When the number of delays in a structure is equal to the order of the system, the structure is called
canonic structure. In direct form-I structure the number of delays is not equal to order of the system and
so direct form-I structure is noncanonic structure.

10.3.2 Direct Form-ll Structure of lIR System

An alternative structure called direct form-II structure can be realized which uses less number of
delay elements than the direct form-I structure.

Consider the general difference equation governing an IIR system.

N M
() = —X a, ¥Y(n-m) + 7 b, x(n—m)

m=1 m=0

Y(z) +a,z"' Y2 + a,z°Y(2) + ..... +ayz " Y(2)
=b,X(z) + b,z"'X(z) + b,z X(2) + ... + by, z M X(2)

Y(2) [1 +a,z' +a,z7 + ... + ay Z’N]

= X(z) [bo +bz"' +b,z7 + ... + by Z’M]

Y(z) b, +bz' +b,z7 + ... + b,z
X(z) 1+a,z' +a,z° + .. +agz ™
L, YO _ W@ Y@

X(z) X(z) W(z)

where, V(&) _ - }z — (10.6)
X(z) 1 +a,z +a,z° + ... +ayz
\zl((Z)) =b, +bz' +b,z7 + ... +b,z™ e (10.7)

z
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On cross multiplying equation (10.6) we get,

W(z) +a,z'W(z) +a,z2W(z) + ..... + 3, z"W(z) = X(2)

S W(@2)=X(z)-2,z'W(2) -2,2?W(z) - ... —a,z"W(») .. (10.8)
On cross multiplying equation (10.7) we get,

Y(z)=b,W(2) +b,z'W(2) +b,z2W(z) + .... + b, z"W(z) ... (10.9)

The equations (10.8) and (10.9) represent the IIR system in z-domain and can be realized by a
direct structure called direct form-II structure as shown in fig 10.2. In direct form-II structure the
number of delays is equal to order of the system and so the direct form-II structure is canonic structure.

Wi b, W(z
X(2)—(p) i Jﬁ/ - (ZEGD—'Y(Z)
1
—a, z'W(z) . - b z'W(z)
P—<p—T—2>—0
1 ~ | 1
(-]
:al Z’lW(Ea 72 W[Z) b bz Z_AW(Z})
Q—=r ; (
S : =
g : =
G
~ T Qad 7 ‘W(z)|bN s +
(]
-a, 7 "W(z Pt W(z)&z "W(z)
| N

Fig 10.2 : Direct form-II structure of IIR system for N = M.

From the direct form-II structure it is observed that the realization of an N™ order discrete time
system with M number of zeros and N number of poles, involves M+N+1 number of multiplications and
M-+N number of additions. In a realizable system, N > M, and so the number of delays in direct form-II
structure will be equal to N. Hence, when a system is realized using direct form-II structure, N memory
locations are required to store the delayed signals.

Conversion of Direct Form-I Structure to Direct Form-II Structure

The direct form-I structure can be converted to direct form-II structure by considering the direct
form-I structure as cascade of two systems ’J-[l and ‘J-(Z as shown in fig 10.3. BY linearity property the
order of cascading can be interchanged as shown in fig 10.4 and fig 10.5.

In fig 10.5 we can observe that the input to the delay elements in ’J-[l and ‘J-(z are same and so the
output of delay elements in ‘J-(l and ‘J-(Z are same. Therefore instead of having separate delays for ’J-[l and
‘J-(z, a single set of delays can be used. Hence the delays can be merged to combine the cascaded systems
to a single system and the resultant structure will be direct form-II structure as that of fig 10.2.
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Y(2)

JH

2

Fig 10.3 : Direct form-I structure as cascade of two systems.

X@) . Y(z) N X(2) . . Y(2)
U
X@) . . Y(2) - X(2) . Y@

Fig 10.4 : Conversion of Direct form-I structure to Direct form-II structure.

T

I |
I |
I |
I |
I |
I |
I |
I |
I |
I |
I |
I |
I |
! !
| |
| |
| |
| |
| |
| |
| |
| |

Fig 10.5 : Direct form-I structure after
interchanging the order of cascading.
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10.3.3 Cascade Form Readlization of IIR System

The transfer function H(z) can be expressed as a product of a number of second order or first
order sections, as shown in equation (10.10).

Y(z o
HZ) = Y@ - H2) x B, x Hy(@) .. Ho()= 1l Hiz) (10.10)
X(2) RL
c. +¢c.z' +¢, z?
where, H.(z) = —Y& li 2 .
@) dy+d,z"' +d,z? [ Second order section |
C, T C,. Z_l
or, H.(z) = _J0i Ml 7 . :
@ dy +dj; z" | First order section |

The individual second order or first order sections can be realized either in direct form-I or
direct form-II structures. The overall system is obtained by cascading the individual sections as shown in
fig 10.6. The number of calculations and the memory requirement depends on the realization of individual

sections.
X(z) —{H@—He}——- - - - - - Y@)

Fig 10.6 : Cascade form realization of IIR system.

The difficulty in cascade structure are,
1. Decision of pairing poles and zeros.
2. Deciding the order of cascading the first and second order sections.
3. Scaling multipliers should be provided between individual sections to prevent the system
variables from becoming too large or too small.

10.3.4 Parallel Form Realization of IIR System

The transfer function H(z) of a discrete time system can be expressed as a sum of first and second
order sections, using partial fraction expansion technique as shown in equation (10.11).

H(z) = X = C + H/(z) + Hy(2) + ..... +H (2 e (10.11)
—c+ Y H@) X(2) Y(2)

i=1
-1
CoitT CiZ

where, H,(z) =
® dy +dy z'+ d, z?

[Second order section|

_ Co;
or H;(z) 4 d, i |
[First order section| :

The individual first and second order sections can be E .G
realized either in direct form-I or direct form-II structures. The
overall system is obtained by connecting the individual sections Ji )
in parallel as shown in fig 10.7.The number of calculations and —

. e o Fig 10.7 : Parallel form realization

the memory requirement depends on the realization of individual of IIR system.

sections.
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Example 10.1
Obtain the direct form-I, direct form-Il, cascade and parallel form realizations of the LTI system governed by the

equation,
y(n) = —% y(n-1) + 3—32 y(n-2) + 6_14 y(n-3) + x(n) + 3x(n-1) + 2x(n-2),
Solution
Direct Form-|
Given that,
n) = _3 (n-1) + 3 n-2) + i (n=3) + x(n) + 3x(n-1) + 2x(n-2) - (1)
yom = -gv 32 64 Y
On taking #-transform of equation(1) we get,
Y(z) = _3 'Yz + 3 72Y(2) + L Y(2) + X(@2) + 327'X(@) + 222 X(z) = e @
8 32 64
The direct form-| structure can be obtained from equation (2), as shown in fig 1.
X(2) O, O, ~Y(2)
z-1 3 z!
-1
71 X(2) RS X(z}p ' Y(2)
\
=
s -
o o P G G
e

Fig 1 : Direct form-I realization structure.

Direct Form-Il

Consider equation (2).

- 32

3_, 3 5 1 _ _ " 2
Y(z) + §Z Y(z) - 52 Y(z) - az Y(z) = X(z) + 327" X(2) + 2z7° X(2)

Y(z) = —%z“ Y(z) + iz‘2 Y(z) + éz‘a Y(z) + X(2) + 327 X(2) + 2272 X(2)

Y(z) [1 + Ez‘1 - iz‘2 - iz“"] = X(z2) [1 + 327"+ 22‘2]

8 32 64
Y(z) _ 1+ 32"+ 2272
X(Z) 1+ 22_1 — 12_2 — lz’a ..... (3)
8 32 64

Y@ _ W@ Y@

" X(@@) © X(@z) W(z)

where W) _ !
’ X(Z) 1 + g z_1 — i 2_2 — i Z_a ..... (4)
8 32 64
Y(z) _ -1 -2
wWa) - 1+3 +22¢2 )
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On cross multiplying equation (4) we get,
w(z) (1 23 3 iz-a] - X@)
8 32 64
or W(2) = X@z) - 3, W(z) + 3, W(z) + 1, Wz e (6)
8 32 64
On cross multiplying equation (5) we get,
Y(@) = W(2) + 32'W(z) + 222W(z) L (7)
The equations (6) and (7) can be realized by a direct form-I| structure as shown in fig 2.
w
X(z) @ 2 ® >Y(2)
z!
3 W
-—=z (Z)I ' W(z) I 3z'W(z)
+) <[ 3 +
4 I 1>
-1
TR Gl
~72W(2) . :
2 W(z) ~222W(2)
q\- 132 {2\
3
Z—'\
1 .
az Wiz) z*W(z)
4@
Fig 2: Direct form-II realization structure.
Cascade Form
Consider equation (3).
—1 -2
Y(2) = H(z) = 1+3" + 2z
X(Z) 1 + 22_1 — 12_2 — iz_a ..... (8)
8 32 64
The numerator and denominator polynomials should be expressed in the factored form.
Consider the numerator polynomial of equation (8).
1+ 32"+ 222 =z‘2(;2 + % +2] = l2(22+32+2)
z z z
1 z+1) (z+2
=5 @E+)@z+2-= +1) @+2
z z z
=(t+z2)(1+22y . (9)
Consider the denominator polynomial of equation (8)
1+§Z_1_32_2_L2_3=2_3L+EL_3l_l
8 32 64 z® 8 z2 32 77 64
=ia(23+322_32_l] ..... (10)
z 8 32 64
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-1/8| 1 3/8 -3/32 -1/64

z=-1/8 is one of the root V18 -2/64 +1/64
of the equation (10). 1 2/8-864 0
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10.11 Signals & Systems

From equations(8), (9) and (11) we can write,

-1 -2 -1 -1
H(z) = 1+327 +2z 1+zh(1 +227")

3 3 T_5 1 1 TN (12)
1 o B 2 _ 3 | e _
+ 8z —322 _642 (1+ 8z )(1 + 2z )(1 4z )

Since there are three first order factors in the denominator of equation (12), H(z) can be expressed as a product of
3 sections as shown in equation (13).

1+ 1+ 2277 1

Let, H(z) = 3 x 3 x 3 = H(2) x Hy(z) x Had = (13)
1+ =z 1+ =z 1- —z°
8 2 4
-1 -1
where, Hi(z) = =t 2 ; Hyz) = ~+2% and Hyz) = —
1 -1 1 -1 1 -1
1+ -z 1+ —z 1- -z
8 2 4
The transfer function H, (z) can be realized in direct form-Il structure as shown in fig 3.
-1
Let, Hz) - 22 - W@ N 1+2 X(2) - W@ Y
X(z) X(z) Wi(2) 4, gz—l
where, i@ _ 1 anq V&) _ g, o E]
X(z) 14+ %2-1 W,(2)
1 —%2_1 W1(Z) @ z’! W1(Z)
~ W2 = X(@) -3 z'W,(2)

Fig 3 : Direct form-1I structure of H (z).
Yi(2) = Wy(2) + 2" W,(2)

2

W, (z)
The transfer function H,(z) can be realized in direct form-I| Yi(2) (H—Y,2)
structure as shown in fig 4. [\] .
z-! o
Y,(2)  W,(2) Y,(2) 14+ 277" ~
Let Hy(z) = <25 = —220 2 o Z'W,(2) | =
2 Y2 Y@ W@ 4, 1, e Y
2 ~ | o
Wo(z) _ 1 Yo(2) _ -1
where, Y(z) 14 1 and W,(z) 1+2z Fig 4 : Direct form-II structure of H (z).
2
" Wo(2) = Yy(2) - %z" W, (2) Y, @) &) Y (2)
Yo(2) = W,(2) + 227" W,(2)

The transfer function H,(z) can be realized in direct form-I| E]
structure as shown in fig 5.

z'Y(z)
Let, Hy(z) = ;{((Zz)) - 11 , —Ie ‘ﬂ
2 1 -

e Fig 5 : Direct form-II structure of H (z).

Y(z)

—Z
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- Y(@) - %2-1 Y(@) = Y,(2)

Y(2) = Yo(2) + %z“ Y(2)

The cascade structure of the given system is obtained by connecting the individual sections shown in fig 3, fig 4 and
fig 5 in cascade as shown in fig 6.

-‘le(Z)l

Fig 6 : Cascade realization of the system.

Parallel Form

Consider the equation (12).

(1 + z") (1 + 22‘1)

3l S

By partial fraction expansion,

H@) =

H(z) = + +

(1-8(1-16 _ 35

A=( 12_1](1 1 ](1_1_,]X(1+%Z_1] T Ti-aa+2 3

(1 +2z7")(1+ 227 ~

B = x(1+ = = =
(1+1z“] (1+lz“] (1—12“] 2 (1—1] (1+ 1] 3.3 3
8 2 4 . 22 472

12_1] (1-2(1-4) _ Ix(-3y _ 8

1+z2)(1 + 227"
o 1( )E )1 x(1_12_,] L {eA(1e8) 518y,
(1+—z“] (1+—z“] (1——2“] 4 (1 +—] (1+2) —x3
8 2 4 iy 2 2
_35 8
THE) = —3— 3y 1°1 = H(2) + Hy(2) + Hy(2)
1+ 2z 14+ —z 1- -2z
8 2 4
_35 8
where, H.(z) = 3. H@) = —3 Hy(z) = —10
1 1.5 1 15
1+ §Z 1+ —z 1- zz
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_ Y@ . _ Y2, _ Y9, _ Y2
Let, H(Z) - X(Z) ’ Hl(z) - X(Z), H2(Z) - )(2(2)! HS(Z) - Xa(Z)
Y@ — Yi(2) . Ya(z) | Yi(2)
X(z) X(z) X(z)

Hi(@) + Hy(2) + Ho(@) X

-~ H@)

2Y(@Z) = Yi(2) + Yy(2) + Ys(2)
The transfer function H, (z) can be realized in direct form-| structure
X(z)

35

Yi(2) _ 3

= X2 1

Let, H,(z) = =
1 X@ 44 §Z_1

as showninfig 7.

On cross multiplying and rearranging we get,
Y@ = -~ e - 2 xe
The transfer function H,(z) can be realized in direct form-I

structure as shown in fig 8.
8
Let Hy(z) = & _ __3
X(2) 14 1g
2
Fig 8 : Direct form-1 structure of H (z).

On cross multiplying and rearranging we get,
»Y,(2)

Y,(2) = —%z“ Y,(2) + %X(z)
X(z)—.|10 (+)
10 X(2) B

The transfer function H,(z) can be realized in direct form-|

structure as shown in fig 9.
Let, Hy(z) = 2@ _ 10

X@) 4 _ 1 ]

N Zz_i Ys(@) @ 'Y, (2)
Fig 9 : Direct form-I structure of H (z).

On cross multiplying and rearranging we get,

Ya(2) = %z“ Y4(2) + 10X(@)
The overall structure is obtained by connecting the individual sections shown in fig 7, fig 8 and fig 9 in parallel as

shown in fig 10.

X(2)—

Fig 10 : Parallel form realization.
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Example 10.2
Find the direct form-| and direct form-II realizations of a discrete time system represented by transfer function,

3 _ 4.2 _

Hz) = 8z 142 + 11z ?
—_ (2 = _

(Z 4)(2 “2)

Solution
Direct Form-|

Let, H(z) = % ;  where, Y(z) = Output and X(z) = Input.
Y@ _ 8% - 422 + 11z - 2 82° — 422 + 11z — 2
B T 1

X(2) (z—%)(zz—z+1] z3—zz+%z—%22+zz—§

2
823 — 422 + 11z - 2 23(8 - 4z + 1122 —27279)

- Ezz + EZ _1 23(1 _ 22-1 + 32—2 _ 12—3)

4 8 4 4 8
_ 8 -4z + 1122 -2
- 5 3 1
12,14 °%,2_ ' = (1)
22+ 42 g2

On cross multiplying equation (1) we get,

Y(z) - %z“ Y(z) + %z‘z Y(z) - %2‘3 Y(2) = 8X(2) - 427" X(2) + 122 X(2) - 22° X(2)
S Y(2) = 8X(2) — 427 X(z) + 1122 X(2) — 227° X(2)
+ %Z" Y@ - %Z-z Y(z) + %z‘a Yz e (2)

The direct form-I structure can be obtained from equation (2) as shown in fig 1.

’[}BX(Z) o

»Y(2)

\
X(z) &)

z-! »
-4z X(z),_

7' X(2) > q)

11z2X(z)
> 20

73 X(2) |

Fig 1: Direct form-I realization.

Direct Form-II

From equation (1) we get,
Yz = 8- 477" + 11272 - 278
X@ g5, 3,2 1,
4 8

Let, Yo _ W@ Y@@
X(2) X(z) W(2)
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where, W) = 5 13 1
X(2) 1- —z"+ 222 - 273
4 4
\Xl((zz)) =8 -4z"+ 1122 - 227

On cross multiplying equation (3) we get,

W(z) - %z“ W(z) + %z‘z W(z) - %z“3 W(z) = X(2)

W - 5w - 3,2 1,0
s W(2) = X(z) + 4z W(z) 4z W(z) + BZ W(z)

On cross multiplying equation (4) we get,
Y(z) = 8W(z) — 47" W(2) + 1122 W(z) — 222 W(2<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>